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1. Introduction

This deliverable provides an overview over the current status of the work in Work Package 4
“Automated Travel Mode and Trip Purpose Detection”. The deliverable is focused on Task
4.3 Development and implementation of trip purpose imputation. The goal of this task is to
implement the detection of trip purposes using temporal and spatial patterns observed in
the GPS data. That includes timings and durations of activities and frequencies of visited

places.

In this deliverable we introduce trip purpose identification using random forests, a machine-
learning approach based on decision trees. Analysis is done using GPS and accelerometer
data collected by 156 participants, taking part in a one-week travel survey in Switzerland
completed in 2012.

Results show that random forests provide robust trip purpose classification. For ensemble
runs, a share of correct predictions between 80 and 85 % was achieved. Different setups of
the classifier are possible, and sometimes required by the application context. The
classifier’s training set and its input variables (feature set) are defined in various ways. Four
relevant setups are tested here.

2. Related Work

Two main groups of trip purpose imputation routines can be found in the literature:
e rule-based systems: they rely mostly on the position of the activity, its timing, and
GIS data on land uses.
e machine learning approaches: there the focus is more on the activity itself and less
on position.

One of the first rule-based trip purpose systems introduced by Wolf et al. (2001) is using
land use data to narrow down possibilities to three purposes. In a second step, duration and
time of arrival are used to refine classification. Overall, 67 % of trips were correctly
identified. Most other rule-based approaches (e.g. Moiseeva et al., 2010; Bohte and Maat,
2009; Stopher et al.,, 2008) base the imputation solely on the location. Trip purpose is
assigned by comparing the activity location to land use databases, points of interest and
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addresses provided by participants before or during the travel survey. In Wolf et al. (2004)
trip purpose is imputed for clusters of activities. They included socio-demographics in the
decision process, which was deterministic, but a probabilistic approach along the lines of a
Bayesian network was proposed.

The machine learning approaches are mostly decision trees (e.g. Lu et al., 2012; Deng and Ji,
2010; Griffin and Huang, 2005). They are mostly based on variables computed for single
activities. Deng and Ji (2010) report accuracies between 70 and 96 % on a rather
homogeneous set of participants and Lu et al. (2012) achieve 60 to 73 % accuracies
depending on the trip purpose. Liao et al. (2007) achieve good results (80 - 85 % accuracy)
using hierarchical conditional random fields. When comparing accuracies of the reported
classifications, it has to be considered that the level of detail for trip purposes differ and that
the data sets used for classification are also very different in size as well as in the
homogeneity of participants.

Here, random forests (Breiman, 2001), another machine learning algorithm, are used for trip
purpose classification. Random forests have been successfully applied in different transport
related classification problems (e.g. Ali et al., 2012; Greenhalgh and Mirmehdi, 2012;
Rodrigues et al., 2012; Morerira et al., 2005). Similarly to the problem at hand, Wu et al.
(2011) use random forests to classify activities based on GPS data. They distinguish between
indoor, outdoor static, outdoor walking and in-vehicle travel. Stenneth et al. (2011) use a
random forest classifier to predict transport mode from GPS and accelerometer tracks,
overall more than 93 % of observations were correctly predicted.

The remainder of the deliverable is structured as follows. First, the employed method,
including tuning of parameters, and the available data are described. In the subsequent
results section, a base setup as well as some comparison setups are reported on. Some
conclusions and an outlook on further research round off the deliverable.
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3. Method

The method described in this section is based on multi-day GPS and accelerometer data for
survey respondents living in the same region. To exploit the multi-day nature of the data,
activities are clustered into locations. Clustering is done for single persons but also for the
complete set of activities as several respondents might frequent the same public locations.
Classification variables, called features, can then be derived for location clusters. To impute
trip purpose the following steps are performed:

1. extraction of activities and their locations,

N

clustering of locations,
3. computation of features, and
4. learning and applying the classifier.

First, the data set used for classification is described, followed by the calculation of activity
locations and their clustering. Next, an overview of the type of used features and how they
are selected is given. Finally, a description of the chosen classification method, random
forests, concludes the section.

3.1 GPS Data Set

The data set used for evaluation was collected in and around the city of Zurich in Switzerland
and is described in more detail in Montini et al. (2013). Each of the 156 respondents
collected approximately one week of second-by-second GPS and accelerometer data using a
dedicated GPS device. Respondents were randomly selected from an address pool and they
are also reasonably representative for the study area. Respondents were asked to correct an
automatically generated travel diary including transport mode and trip purpose on the
survey homepage. As the quality of these corrections varies, all were double checked by the
survey team. Since the participants were asked for their home and work addresses, the trip
purposes being home, working and mode transfer could mostly be imputed by survey
personnel. All other purposes are only available if respondents filled in the diaries. The very
first activity of the survey period is removed for each participant, because — due to the cold
start problems and unclear first handling of the device — the GPS signal can be very far off

the actual location.

In total, 6938 valid activities including a 28.54 % share of mode transfers were reported. The
other surveyed purposes are being home (22.33 %), working (11.82 %), shopping and
services (9.61 %), recreational activities (9.77 %), picking up or dropping off s.o. (2.77 %),
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business, that is, work-related activities outside work place, (3.32 %) and finally other
activities (2.62 %). The remaining 9.22 % of activities have no reported type. Therefore, this
data was left out when training and testing the classifier. For the clustering on the other
hand, this data are used, as even if the type is unknown, the location and duration provide
additional information.

3.2 Activity Location Calculation

Activities are specified at least by start and end times and the GPS and accelerometer points
recorded during this interval. Deriving these activities is either done by survey respondents
or by an automatic activity detection module of a GPS processing framework. To assign each
activity a location in space a representative coordinate is calculated from all GPS coordinates
during the activity. Coordinates in our application are given in the metric National Swiss Grid
representation. Using a metric grid is important when aggregating coordinates. To compare
different aggregation approaches, only home activities were used for testing. Home
locations are most suitable as they are known for all participants and they are visited several
times within the survey period, which is important for subsequent clustering. Three
approaches were tested:

e the unweighted point cloud centroid (which is the mean position of all points),

e median x and y coordinates (calculated separately) and,

e the coordinate with highest density (density was computed as number of coordinates

within a radius of 20 meters around the candidate coordinate).

For comparison, distances between the calculated aggregated coordinates and the geocoded
home coordinates were computed. Representations were categorized as wrong if the
distance was higher than a given threshold. Figure 1 shows the erroneous coordinates for
different distance thresholds. It can be seen that the centroid performs worst, the median
coordinate is already much better, possibly because the influence of outliers is reduced. The
best representation is achieved by the coordinate with the highest density. In this case for a
threshold of 50 meters more than 90 % and for 100 meters already 95 % of home locations
are well represented. Therefore, in the subsequent clustering, the coordinate with the
highest density was used.
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Figure 1 Comparison of centroid, median coordinate and densest coordinate as representation for an activity

location.

3.3 Clustering

The total number of locations visited by respondents is not known. Therefore, clustering has
to allow for as many clusters as needed. A well-established approach that fulfills this
condition is hierarchical clustering (Hastie et al., 2009). Agglomerative hierarchical clustering
starts with each activity as one cluster. In each step the pair of clusters that is closest is
merged into a new cluster. Clusters are merged as long as they are closer than a given cutoff
distance. If two clusters consist of several activity locations, the distance between clusters is
not straight forward. Thus, different linkage criteria were tested:

e single linkage: the distance between the nearest possible points of two clusters

e complete linkage: the maximum distance between two points of two clusters

e average linkage: the average of all distances of all possible point pairs of two clusters

To determine optimal clustering, a location should be represented by one cluster and this
cluster should only consist of activities of this location. These two outcomes were computed
for all home locations, in order to compare the different linkage criteria. Home locations
were used, because they are most reliably known and they occur more than once per
person. For each person in the data set the following procedure is executed:

1. cluster all available activities

N

count how many clusters contain home activities
3. the cluster with most home activities is assigned to be the main home cluster
4. count how many different locations are part of this main home cluster

For different cutoff distances, the mean values for all persons are calculated and plotted in
Figure 2. The optimum would be at 1 for both, the number of clusters per home locations
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and the number of locations per main cluster. None of the clustering runs reaches the
optimum value for either measure and it is unclear which of the two measures is more
important. Overall, all linkage criteria perform similarly. Average linkage creates more
compact clusters than single linkage, but is not as restrictive as complete linkage (Hastie et
al., 2009). Therefore, average linkage was chosen for all subsequent analysis.

To decide on the best cutoff distance for the average clustering, the complete classification
system was run with different cutoff distances. For each case 100 different forests were
learned, the resulting mean accuracy as well as the 5th and 95th percentile are shown in
Figure 5. The best results in terms of accuracy were achieved with a cutoff distance of 100
meters. Therefore, this cutoff distance threshold is used in subsequent analyses.
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Figure 2 Pareto efficiency of the mean number of clusters that cover home activities and the mean number

of different locations within the main home cluster for several cutoff distances.

3.4 Feature Computation

Features we use for trip purpose imputation can be divided into three groups: specific to
persons, activities and clusters (per person as well as per data set).

Appropriate person-based data are usually collected in the socio-demographic questionnaire
of a travel survey. Some examples are age, education level, income and mobility tool
ownership. Moreover, the home address of respondents is often known, and sometimes
even more addresses such as work place or favorite shopping centers are surveyed as well.
For applications other than travel surveys, such data are probably optional and more sparse.
Simple activity-centered features are, for example, duration and start time. Using GPS data
and the derived location representation, distances to important places such as home or
work can be calculated. If a travel diary is available or can be automatically generated, the
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modes used to get to and leaving the activity can also be used. Further, during walking a very
distinct accelerometer pattern can be observed. Therefore, the percentage that is spent
walking during an activity can be computed. The underlying idea is that during shopping one
might walk more than at home.

Cluster-specific features are associated with the location and not with single activities. For
clusters that were computed for single persons, examples are statistical aggregates of the
activity features such as mean and standard deviation of the duration. Clusters can also be
created for the complete data set, which allows to extract the number of persons knowing a
location. However, this feature has to be treated carefully as it is data set dependent, e.g. for
a very homogeneous group working at the same university, work is a place everybody
knows, for a more diverse data set of a region, train stations are more likely to be known to
several people.

3.4.1 Feature Selection

An importance measure was used as basis for the selection of the features best suited for
trip purpose imputation. Furthermore, it was ensured, that all feature-groups were
represented. When building a random forest, the feature importance can be directly
computed from the out-of-bag observations, that is the observations that were not used to
construct a tree. The main idea is, that a feature is more important if the change of its value
in an observation causes a misclassification. Therefore, for each feature the increase of
misclassification is determined when the value of this feature is permuted in the out-of-bag
observations. Hastie et al. (2009) show that this importance measure shows reasonable
ranking but the distribution of the importance tends to be spread more uniformly than with
other importance measures.

For the problem at hand, around 40 potential features were tested. The seventeen selected
features are listed in Figure 4(a), where features of the same group are depicted in the same
color. Of those seventeen features the following are categorical features and treated as such
in the classification process: day of week, education level, marital status and the transport
modes. All other variables are continuous. Features that were not selected on the basis of
the out-of-bag feature importance are mainly person-based features. Namely, all items
related to mobility tools like possession of a driver’s license or public transport season ticket
were at the bottom of the importance ranking. The most important features are the activity-
based features. The flag for weekday or weekend and the day of week, were not among the
most important, but they are always available and reliable. Therefore, one of them, the
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slightly better evaluated day of week, was kept. Contrary to that, trip duration before the
activity is left out, because feature importance was low and it’s computation is costly and
the value is uncertain, especially in the context of uncorrected travel diaries. The modes
before and after the activity, having the same drawbacks, are used anyway, as they are
evaluated to be much more important.

3.5 Classifier: Random Forests

For trip purpose imputation, decision trees, that is a set of rules learned by a machine and
executed in a given order, were already used with good success (e.g. Griffin and Huang,
2005; Deng and Ji, 2010; Lu et al., 2012). Using a random forest, that is a set of decision trees
also called ensemble of trees, is therefore, a natural step. Random forests were introduced
by, and is a trademark of Breiman (2001).The underlying concept is comprehensible, and
more importantly it performs well in a variety of problems. They are also very popular, as
they are easy to train and tune (Hastie et al., 2009). Breiman (2001) showed that random
forest do not overfit even if more trees are added. A further advantage is that good results
can be maintained even if data are missing, as they are estimated internally (Breiman and
Cutler, 2013).

Technically, random forests work as follows. Each decision tree in the ensemble has one vote
that counts for classification. The class with most votes, is the classification result. In a
regular decision tree a data set is split using the feature that results in the best split. Using
the same data to learn a tree, results in the same tree. But, in a random forest different
votes are needed, and correlation between trees should be reduced to obtain best
classification. To achieve that, on the one hand, each tree is learned from a different subset
of the training data. On the other hand, at each split in the tree a random subset of features
is considered. Each tree is fully learned, that is splits will be created until all training data are
correctly classified. For the results presented in this deliverable the random forest
implementation of Matlab (MathWorks, 2012), called TreeBagger, was used. For the
PEACOX application, it was tested to use this MATLAB functionality from within the Java
framework, unfortunately the performance is very bad. Therefore the trip purpose detection
implemented as part of the processing framework POSDAP (2012), is based on the random
forest implementation of the WEKA project (Hall et al., 2009).

3.5.1 Tuning and Stability Analysis

The main parameter that can be used for tuning random forests is the number of features
(m) that should be randomly selected for each split decision. Figure 3 shows the out-of-bag
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error for a run using 17 features in total. It can be seen, that performance is similar for up to
7 randomly selected features at each split and then starts to drop slightly, as correlation
between the trees starts to increase. For all runs with seventeen features m = 7 is selected.
The recommended default value is the ceiling value of the square root of the number of
features, which is m = 5 in the case of 17 features, as the default value performs well, all
runs with less features use their respective default, which is m = 4. Furthermore, for all runs
500 trees are learned per classifier, as it can be seen that the error stays stable even if more
trees are added.
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Figure 3 Out-of-bag error for different numbers of randomly selected features (m).
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4. Results

The tuning parameters of the classification procedure were discussed in the previous
section. In this section, we analyze the accuracy and performance of the classifier. Therefore,
different situations are compared:

1. A base situation for comparison is learned on a random subset of activities with 17

input features.

2. The features set is reduced, and changes in the classifier performance are discussed.

3. Activity-based classification is compared to location-based classification.

4. Finally, the performance per person is analyzed.

4.1 Base Setup

For the base setup, random forests are trained on randomly selected 75 % of all activities
per activity type. The remaining data are used to test the performance. In total, 100 runs
with 500 trees were employed. The mean accuracy, that is the share of correctly classified
observations of these runs is 82.3 %. The highest accuracy reached is 84.4 %. The respective
confusion matrix is reported in Table 1 together with the recall and precision values of each
trip purpose. Recall and precision are defined per trip purpose as follows:

correct classifications of a trip purpose

recall (trip purpose) =
( p purp ) all actual activities with this trip purpose

correct classifications of a trip purpose

recision (trip purpose) =
p ( p purp ) all activities predicted to have that trip purpose

It can be seen that mode transfers, being at home and work / education are recalled best.
Almost all mode transfers (99 %) are specified as such and being home is recalled in 97 % of
occurrences. Importantly, also the precision of the classifier for these three classes is good
with around 85 % for working, 91 % for mode transfers and 93 % for being home. Shopping
and recreational activities are reasonably recalled with 74 % and 68 % respectively. The
remaining trip purposes (pick-up / drop-off, business and other), that do not occur that
often, are not well recalled (between 40 and 20 %) but there are also not too many
misclassifications as pick-up / drop-off or business, as shown by high precision values of
83 %.
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Table 1 Confusion matrix: random forest with 500 trees for two different feature sets, in each case the run

with highest accuracy out of 100 runs is reported

Prediction
o 5 5 &
Z 3 = S| B
g © on 5 ~ "
ﬁ o ; a -§ 5 é —
LS g 2 o = o . 5 =
& 5 g o L O 3 17 .= o
> | B2 &% | A5 & 5 o
17 features. Overall accuracy 84.4 %.
Mode transfer 490 1 1 2 0 1 0 0| 99.0 %
Home 5 374 4 1 2 1 0 0| 96.6 %
Work / educa- 8 5 177 6 8 0 1 0| 863 %
tion
g | Shopping /ser- 13 3 3 124 19 2 1 2| 743 %
5 vice
Recreation 10 11 7 25 115 0 0 1| 68.0 %
Pick-up / drop- 6 3 1 14 4 19 0 1| 30.6 %
off
Business 7 2 11 9 9 0 19 0| 333 %
Other 4 1 0 19 13 1 0 7 | 20.0 %
Precision 90.6% | 933 % | 851 % | 626 % | 693 % | 826 % | 82.6 % | 69.2 %
13 features, leaving out potentially hard to obtain features. Overall accuracy 79.8 %.
Mode transfer 479 3 0 9 4 0 0 0| 96.8 %
Home 8 369 5 1 4 0 0 0| 953 %
Work / educa- 10 g | 177 1 7 1 1 0| 863 %
tion
5 | Shopping / ser- 58 2 7 74 18 2 5 1| 439
E vice
Recreation 17 6 5 19 121 0 0 1| 71.6 %
Pick-up / drop- 21 2 1 6 5 10 2 1] 208 %
off
Business 14 1 9 3 8 0 22 0| 38.6 %
Other 16 0 3 3 14 1 1 3 6.7 %
Precision 769 % | 944 % | 847 % | 627 % | 66.9 % | 714 % | 71.0 % | 50.0 %
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This base setup uses 17 features in total. In order to understand which features are
important to distinguish trip purposes, their out-of-bag importance is shown in Figure 4(a).
The 7 most important features are all activity-based (light yellow colored bars). The cluster
or location-specific features (darker red colors) and the person-based features are slightly
less important.
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Figure 4 Mean feature importance. Color coding for different feature types (person, activity, cluster and

overall cluster features).

4.2 Performance with a Reduced Feature Set

Among the most important activity-based features are the transport modes used before and
after the activity. In the context of travel surveys, when data have been corrected by
participants this data are probably of high quality and it is beneficial to use it. Yet, they are
not taken over into the reduced set, because in order to get good classification results
reliable and accurate input data is needed, which is not always the case for transport modes.
Particularly problematic can be cases where the mode is imputed and not double-checked
by participants. In addition, distances to home and work are left out of the reduced set, in
order to analyze, if these locations can also be imputed when their location is not known
beforehand. Mean accuracy of 100 runs was 77.2 % and therefore, lower than the accuracy
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of the base setup. This was expected, as important features were left out. The confusion
matrix of the best run (79.8 % accuracy) is reported in Table 1. Values are generally lower
than compared to the base setup but the overall tendencies are similar. Note, that home
and work locations are recalled as good as in the base setup with 95 % and 86 %
respectively. Therefore, it would be possible to extract these location for each person in a
first step, and to use the distance to the home and work location in a second step to improve
classification. Recall of shopping and services on the other hand decreases considerably to
44 %. Most misclassifications are predicted as mode transfers, which consequently has a
much lower precision than in the base setup.

The ranking of feature importance changes slightly compared to the base setup (Figure 4(b)).
Especially some cluster-based features (occurrences per day, standard deviation of the
duration, and the number of persons knowing a location) gain importance.

4.3 Comparison of Activity-Based and Location-Based Identification

So far, the classification in this paper has been done based on individual activities. However,
a lot of the approaches for trip purpose identification in the literature, rely only on the
location of the activity, which corresponds more to a location-based identification of trip
purposes. To compare these two approaches, an activity-based as a location-based random
forest classifier is generated, using the same data source. This data source does not include
land use data, which is typically used in location-based approaches, but it could be added to
both classifiers if available. To learn the location-based, the data have to be aggregated, that
is locations have to be defined, and for each location the trip purpose has to be set, and
features have to be computed. The location is represented by the cluster of activities as
described in Section 3.3. The trip purpose for this cluster is derived from its activities where
trip purpose is known. Most probably, not all activities are of the same purpose, hence, the
one that occurs most often is chosen. Naturally, all cluster-based and person-based features
are used, activity-based features on the other hand cannot be computed for clusters. The
exceptions are the distance to work and home, as all activities in a cluster are per definition
nearby and therefore, distances to other locations are still valid.

The classifier is trained on 75 % of all clusters and classification is done for the remaining
clusters. For the evaluation, all activities in a cluster are assigned the purpose imputed for
this cluster, because the goal is to compare the classification of individual activities.

Figure 5 compares the results for location and activity-based clustering and different cutoff
distances. The influence of the cutoff distance is much higher for location-based
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identification, which is sensible, as almost all features are cluster dependent. Overall, the
performance of the location-based system is worse (mean accuracy at 100 m cutoff 72.3 %).
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Figure 5 Accuracy for 100 runs with different cutoff distances for hierarchical clustering with average

distance.

4.4 Classifier Performance for Different Persons

When generating an automatic travel diary for survey respondents, the classifier is probably
learned beforehand using a different data set or at least data from previous respondents. To
simulate this situation, a classifier with all 17 features is learned on a subset of persons
instead of a subset of activities. For this person-based training the mean accuracy achieved is
78.4 % (5th percentile: 74.3 % ; 95" percentile: 82.1 %). Thus, the mean is 4 % lower than is
the case for the activity-based approach (mean: 82.3 %; 5t percentile: 81.2 %; 95"
percentile: 83.2 %), also the variation within the 100 runs is higher for person-based training
sets. This can be explained, if the variation of accuracies achieved for different persons is
high. And indeed, the mean accuracy computed per person was 78.1%, the 5th and 95th
percentile are 50 % and 100 % respectively and the standard deviation is 16.6 %. One has to
consider that, the quality of reporting for different respondents is very different. For some
respondents, only a few and for others more than 100 valid activities were available, still the
differences in prediction accuracy are uncomfortably large.
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5. Conclusion and Outlook

Random forests perform well with an overall mean accuracy above 80 % for trip purpose
imputation on the data set at hand, which is relatively large and very diverse with respect to
respondents and purposes. Therefore, trip purpose imputation, trained on this data set, is
hoped to be a good basis for classification of other data sets. This should be tested in the
future. Trip purposes that occurred more often in the data set also had higher recall values.
This might be because random forests tend to favor the classes that appear more frequently
in the training data if no good classifier can be built (Speed, 2003). But, the two most
frequent activities home as well as mode transfers were expected to give better recall values
as they have more distinctive characteristics, e.g., mode transfers are typically very short
and home occurs typically every night, thus they are easier to classify.

It was shown in Figure 5 that the activity-based classifier performed better than the location-
based classifier. This, as well as Figure 4 is an indication that the use of activity-based
features is important for good classification and therefore, these should not be neglected.
An important input feature, that we did not use in neither of the two classifiers is land use
data, which is usually associated with location-based imputation. We argue that inclusion of
this data would improve both classifiers similarly. In the future, land use data should be
considered if available, but this can be challenging depending on the application. For
example if an application concerns different regions it is less likely that common land use
data is found, than for a survey with clearly defined regional boundaries.

Considering applications where only GPS tracks and accelerometer data and no personal
information is available, one can assume to get reasonable results with the approach
presented in this paper. On the one hand, because person-specific features were less
important than those computed for activities. On the other hand, concerning distance to the
home and work location, it was shown, that these activities can be derived with good
precision. Therefore, to impute a home or work coordinate, one could take all GPS
coordinates of a person that are part of a predicted activity and then calculate the densest
coordinate for those. A second classifier could then be run, that uses the distance to home
and work as input feature.

For the most traditional application in travel surveys, it has to be considered that the
variance of results for different persons is rather high. Therefore, when presenting survey
respondents with automatic diaries, some respondents will be much more annoyed than
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others. This large person-dependent differences in accuracy should be investigated in more
depth. One possibility to hopefully reduce this variation, is to personalize the classifier,
which is the main goal of Task 4.5. The idea is to use a random forest learned on base data

that is then personalized by adding trees learned on personal data.
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